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Before You Start

This guide assumes that:

e You have already tried Pachyderm locally and have some

familiarity with Kubectl, Helm, Google Cloud SDK and jg

e You have access to a Google Cloud account linked to an

active billing account ( gcloud alpha billing accounts list )

Kubernetes & Openshift Version Support

e Kubernetes: Pachyderm supports the three most recent

minor release versions of Kubernetes. If your Kubernetes

version is not among these, it is End of Life (EOL) and
unsupported. This ensures Pachyderm users access to
the latest Kubernetes features and bug fixes.

e Openshift: Pachyderm is compatible with OpenShift

versions within the “Full Support” window.


https://docs.pachyderm.com/products/mldm/latest/
https://docs.pachyderm.com/products/mldm/latest/set-up/
https://docs.pachyderm.com/products/mldm/latest/set-up/cloud-deploy/
https://docs.pachyderm.com/products/mldm/latest/set-up/local-deploy/
https://kubernetes.io/docs/tasks/tools/
https://helm.sh/docs/intro/install/
https://cloud.google.com/sdk/
https://stedolan.github.io/jq/download/
https://kubernetes.io/releases/
https://access.redhat.com/support/policy/updates/openshift
https://access.redhat.com/support/policy/updates/openshift
https://docs.pachyderm.com/

Configure Variables
1  Configure the following variables.

Optional Variables for Scripting

2 Savefoan env file.

3 Source them by inputting source env into the tferminal

before starting the installation guide.

The following steps use a template to create a GKE cluster, a
Cloud SQL instance, and a static IP address. The template also
creates a service account for Pachyderm and Loki, and grants the
service account the necessary permissions to access the Cloud
SQL instance and storage buckets. You do not have fo use this
template, but it's a good outline for understanding how to create

your own set up.

1. Create a New Project



1  Create a new project (e.g., pachyderm-quickstart-project ).

You can pre-define the project ID using between 6-30
characters, starting with a lowercase letter. This ID will be used
to set up the cluster and will be referenced throughout this

guide.

2  Enable the following APIs:

2. Create a Static IP Address

1 Create the static IP Address:



2 Get the static IP address:

3. Create a GKE Cluster

1  Create a GKE cluster with the following command:



2 Grant your user account the privileges needed for the

helm install to work properly:

# By default, GKE clusters have RBAC enabled. To allow the <
# the requisite privileges via clusterrolebindings, you will need to gra
# needed to create those clusterrolebindings.

i
H

# Note that this command is simple and concise, but gives your user
# https;//docs pachyderm.io/en/latest/deploy-manage/deploy/rbac/ fc

# Pachydermserviceaccount needs.

3 Connect to the cluster:

4, Create Storage Buckets



5. Create a Cloud SQL Instance

1 Creafe a Cloud SQL instance with the following command:

2  Create a databases for Pachyderm and Dex:

3 Get the Cloud SQL connection name;



6. Create Service Accounts

Create a service account for Pachyderm and Loki.



7. Create a Loki Secret

8. Build a Helm Values File

/\ Warning



Sefting up Authentication?

Do not use mockIDP for clusters that will be deployed
into production. If you do upgrade a cluster with mockIDP
enabled, you must revoke the default mockIDP admin user

by running the following command:

1  Create a values.yaml file, inserting the variables we’'ve

created in the previous steps:

Values.yaml

Q Info

If your Postgres deployment requires SSL, you may need
to update the parameters in the global section of your
Helm Chart Values (HCVs)

2 Install using the following command:


https://docs.pachyderm.com/products/mldm/latest/set-up/connectors/
https://docs.pachyderm.com/products/mldm/latest/set-up/connectors/mockidp/
https://docs.pachyderm.com/products/mldm/latest/manage/helm-values/global/

9. Connect to Cluster

You'll need your organization’s cluster URL ( proxy.host) value to

connect.

1 Run the following command to get your cluster URL:

2  Connect to your cluster:

HTTPS (TLS)


https://docs.pachyderm.com/products/mldm/latest/manage/helm-values/proxy/

3 You can optionally run port-forward to connect to

console in your dashboard at http:/localhost:4000/ .


https://docs.pachyderm.com/products/mldm/latest/set-up/cloud-deploy/azure/
https://docs.pachyderm.com/products/mldm/latest/set-up/cloud-deploy/console/

